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ABSTRACT 

In this paper we address the problem of designing a back-end for 
Software Defined Radio (SDR) receiver using only one low-rate 
Analog-to-Digital Converter (ADC). After the Intermediate Fre­
quency (IF) down-conversion stage, the signals are sampled and 
all the other demodulation tasks are assigned to a Digital Signal 
Processor (DSP). In this paper we concentrate on only one Quadra­
ture Amplitude Modulation (QAM) signal. After reduction of the 
communication chain to a linear model, the issue of proper sampling 
rate choice is addressed. It is shown how improper sampling rate 
can lead to a poorly conditioned problem that causes symbol cance­
lations and poor performances. In the analysis the role of the device 
noise at the input of the ADC is also addressed by computing auto­
correlation and Power Spectral Density (PSD) after undersampling. 

Some simulations confirm the analysis. 

1. INTRODUCTION 

Software Defined Radio is one of the most important emerging tech­
nologies for the future of the communication systems. By moving ra­
dio functionalities into software, SDR promises to change the struc­
ture of the radio receivers making them extremely flexible, reconfig­
urable and reprogrammable [1], [2], [3]. Traditional designs imple­
menting the conventional digital receiver architectures are usually 
optimized for specific center frequencies and bandwidths. There­
fore, in many applications that require multiple stages to be imple­
mented in analog hardware, the receivers may not be very flexible, 
since the various blocks may be closely coupled [14]. 

If we were able to move the ADC closer to receiver antenna [1], 
[2], many of the demodulation tasks could be assigned to numerical 
algorithms. Nevertheless, moving the ADC closer to receiver an­
tennas would imply using highest frequencies to sample incoming 
signals because Nyquist's sampling theorem prescribes a minimum 

sampling rate that is twice the maximum signal frequency [6], [7], 
[8]. Hence, when following the standard Low-Pass Sampling (LPS) 
theory, the ADC, must work at very high rates and sort among very 
large amounts of data. This is highly redundant because the informa­
tion rate contained in the received signal is related to its bandwidth 
rather than to its largest frequency [2] and it should be possible to use 
undersampling techniques [4], [5]. More specifically, if the signal is 
limited to a given frequency interval, the theory predicts that we can 
sample the received signal with a sampling rate smaller than twice 
the maximum frequency and larger than twice the bandwidth, but not 
all sampling rates in this range are allowed. Special attention should 

be paid to appropriate rate selection to avoid symbol cancelations as 
a consequence of spectral overlaps (aliasing). Sampling directly the 
IF signals poses also technology challenges in designing chips for 
ADC [9], [10]. Many authors are trying to extend the capabilities 
of ADCs by investigating new approaches and methods that increase 
sensitivity and resolution [11], [12]. 

In addition to proper rate selection, a technical difficulty that 
limits the use of direct sampling is the noise coming from the ADC: 
even if the converter samples at low rate, it must "see" a large input 
bandwidth that causes device noise to enter the system. Device pro­
ducers are currently working to supply the market with ADCs that 
have larger bandwidths with good noise figures. 

In this paper we address both the above mentioned issues as they 
are reflected in receiver design and performance with reference to a 
QAM signal. More specifically we investigate: 

1. Appropriate sampling rate selection; 

2. ADC noise modeling. 

In Section 2 we introduce the problem and reduce the communica­
tion chain to a linear model. After the application of an alias-free 
conditions, we demonstrate how poorly chosen sampling rates can 
make the linear problem ill-conditioned. The alias-free condition 
that we use here is a generalization of the band-pass sampling theo­
rem [4], and can be applied to multi-band signals [IS], even though 
we confine ourselves in this paper to one-band cases. Particular at­
tention is also dedicated to the noise aliasing problem. We derive 
the autocorrelation and the PSD caused by the devices noise in the 
numerical frequency domain. In Section 3 we discuss the receiver 
design while in Section 4 we report some simulations in terms of Bit 
Error Rate (BER) for different sampling rates and receivers. 

2. DIRECT SAMPLING AND NOISE ALIASING 

The classical structure of a QAM digital receiver is based on the 
cascade of a down-conversion stages, that shifts the signal to an in­
termediate frequency, and two Analog-to-Digital Converters whose 
output samples are processed by a Digital Signal Processor for sym­
bol recovery [14]. In this paper we explore the possibility of using 
low-rate sampling with only one ADC, as shown in Fig. 1 [3],[2]. 

The QAM signal is written as 

L 

y(t) = z(t) + wg(t) = L[hIPc(t; i) - Qi'lj;s(t; i)] + wg(t) (1) 
i=l 



with We(t; i) = c08(27rfot)g(t- iTs), Ws(t;i) = 8in(27rfot)g(t­
iTs) and g(t) is the equivalent pulse that includes the transmit­
ted waveform, the channel and the receiver input filter; (Ii, Qi), 
i = 1, ... , L is the sequence of L modulating pairs (symbols), fa 
is the carrier frequency after intermediate frequency shifting, Ts 
is the symbol time, and wg(t) is Additive White Gaussian Noise 
(AWGN). For applying direct low-rate sampling to this signal, 

Ie - Ii 

Fig. 1. Digital receiver with direct low-rate sampling. 

along with choosing the appropriate sampling rate, we have to ac­
count for the effects of ADC, that unfortunately result in extra noise 
into the receiver, as shown in the simplified model of Fig. 2. The 
low-pass filter at the input of the ADC must have a very large analog 
band, B ADO = [-f ADO, f ADd, sufficient to contain frequencies 
up to the maximum frequency of the incoming signal. In fact, even 
if the information signal is limited to a narrow band, the sampler that 
works at low-rate on a high-frequency signal must have a sufficient 
time resolution to capture the fine signal details. Therefore, such an 
"open band" at the input causes extra noise to enter the receiver. Af­
ter low-rate sampling, and consequent spectral folding, ADC noise 
can become a penalizing factor in receiver performance. 

Modeling the ADC as in Fig. 2 and after ideal sampling at time 

tn = nTsA + to, we get at the output 

L 
y[n] = 2 )IiWe(nTsA + to; i) - QiWs(nTsA + to; i)]+ 

i=l 
+wg(nTSA + to) + wADo(nTsA + to). (2) 

y(t) :::.' .: .
4ADdt)' I, __ L_P_F_-'Lx __ ........... _ �+nTSA 

Fig. 2. Model of the ADC with the device noise. 

Gathering N values in a vector y = [y [1] ... y [N] f, the system 
is reduced to the linear model 

y = cs + W 9 + W ADO (3) 

We[l; 1] 
Ws[l; 1] 
We[l; 2] 

c =  Ws[l; 2] 

We[l;L] 
Ws[l; L] 

We[2; 1] 
Ws [2; 1] 
We[2; 2] 
Ws[2; 2] 

We[2;L] 
Ws[2;L] 

We[N; 1] T 
Ws[N; 1] 
We[N;2] 
Ws[N;2] 

We[N;L] 
Ws[N;L] 

We[n;i] = We(nTs + to;i), Ws[n;i] = Ws(nTs + to;i), n = 
1, ... , N, i = 1, ... , L. W 9 is the noise contribution from the channel, 
it is Gaussian with zero mean and cov[wg] = a;IM while WADO 
is the contribution from the ADC noise (to be discussed later). We 
have in total L symbols, but we take n = 1, ... , N samples to include 
most of the pulse waveforms by choosing initial time to = -Le + 1 
and N = r (L+:},Le)Ts l. This includes about Le extra symbol inter-

SA 
vals on the left and Le on the right. Matrix CT contains in its rows 
the bases on which the information vector s is projected. Since no 
constraints on symbol time and sampling frequencies are imposed, 
sampling and symbol timing can be totally asynchronous. There­
fore subsequent pairs of rows of CT are not shifted versions of each 
other. In a vector space framework, the bases do not necessarily 
form a shift-invariant subspace [5]. Figure 3 shows an example with 
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Fig. 3. Sampling bases for g(t) = 8inc(i.s ), with Ts = 1 X 10-38, 
to = 0.01 X 10-38, TSA = 0.475 X 10-38, fa = 10KHz, L = 4 
and Le = 2. 

L = 4. Note how sparse sampling produces varying patterns that 
may become critical if some sample values become too small. 



2.1. Sampling Rate Selection 

The first problem to solve in designing a receiver with direct low­
rate sampling is the selection of the sampling frequency. It is often 
mistakenly assumed that the minimum sampling rate is twice the 
signal bandwidth. The data-rate in the signal is only one sample per 
symbol, and that would suggest that sampling at the baudrate should 
ideally resolve all the degrees of freedom. Unfortunately this is an 
asymptotic result (Landau's rate) [5][7]. Various contributions have 
appeared in the literature proposing alternate sampling schemes [5] 
in trying to reach Landau's rate. However, in the framework of Fig. 
1, we are confined to uniform sampling, and not all sampling rates 
are allowed. Poor decoding performance and symbol erasures can 

occur because the linear problem (3) can become ill-conditioned. 
It is shown in the Appendix that if N is sufficiently large, there is 

no degeneracy, or loss of information after sampling if the following 
alias-free condition is satisfied 

F [11/1c(t) + 1/18(t)12llf=mfSA = 0 V m # 0 (4) 

where 1/1c(t) = 1/1c(t; 0), 1/1.(t) = 1/18(t; 0) and F[.] denotes the 
Fourier transform. The criterion can be easily applied if 1/1c and 
1/18 are bandlimited and occupy the same band B = [-fu, -fd U 
[fl,fu] = [-fo- �,-fo+ �]u[fo- �,fo+ �]. By defining 
an indicator function J(f) = 1, fEB, = 0 else, Eq. (4) can be 
rewritten as 

I: J(f)J(f - mfSA)df = (J * I)(f)lf=mfSA = 0 V m # 0 
(5) 

where * denotes the convolution. Condition (5), based on indicator 
functions is a special case of a condition derived in [13] within the 
context of multi-dimensional lattices. In this paper we focus on only 

one QAM signal, but a generalization of Eq. (4) can be applied to 
multiple superimposed signals [15]. 
With a QAM signal, that is exactly limited to one band, the alias-free 
condition reduces to check if frequencies f = mfsA, m # 0 inter­
sect the set Bi2 = [-2fu, -2fd u [-W, W ] U [2fl' 2fu]. No alias-

ing occurs if 2fu ::::: fSA ::::: 00 (Nyquist rate), � ::::: fSA ::::: 2fl, 
Y.". < fSA < 2fz until Y.". < fSA < � with 1 < k < LbJ. 3 - - 2 k - - k-l - - w 
These are the results found on the classical band-pass sampling the-
orem [4]. 

After sampling, the signal spectrum will be still symmetric 
around the zero frequency, but not exactly centered on it. In the 
normalized frequency // = f / fSA domain, the signal will be 
centered at //0 and occupy the range [-//u, -//d U [//1, //u] where 
l/, - ..h.... _ k-1 0- fSA 2' 

[// // ]_ [...iL _ k-1 � _ k-1 ] 
I, u - fSA 2' fSA 2 '  

for k odd, and //0 = --liA + �, 

[//1 // ] - [-� +.!E. _ ...iL + .!E. ] , u - fSA 2' fSA 2' 

(6) 

(7) 

for k even. In the latter case with k even, the digital spectrum has 
the upper and the lower side-bands inverted. 

Note that in the linear model of Eq. (3), N increases with the 
sampling rate. We assume that M = 2L is kept smaller or equal 
to N, i.e. at any rate we gather enough samples to make the linear 
model overdetennined (the underdetennined problem with M > N 
will be addressed elsewhere). Therefore, as the result of improper 
sampling, loss of rank of C means that CT C can become singular. 

Note that CT C contains in its diagonal the energies of all the basis 
vectors and the off-diagonal elements are all the cross products. The 
eigenvalue spread of CT C can tell us how critical the solution to 
the linear problem of Eq. (3) can become. Figure 4 shows a typical 
plot of the condition number in log scale for CT C at various sam­
pling intervals for the example of Fig. 3. The signal occupies the 
band [fo - 2�s' fo + 2�s ] = [9.5, 10.5]K H z with fo = 10KHz. 
Nyquist's sampling rate would be fSA 2': 2fu = 21KHz, i.e. 
TSA ::::: 0.0476 x 10-38. However, we see from Fig. 4 that sampling 
at lower rates is possible with favorable condition numbers, but not 
all sampling rates are allowed. Superimposed to the condition num­
ber plot is a square wave indicating the sampling intervals predicted 

by the alias-free condition (4). On the left-end we see the range 
with TSA E [0,0.0476] x 10-38 (Nyquist's rates). In the last al­
lowed range TSA E [0.4737,0.4762] x 10-38 the value of N varies 
from 169 to 17. Therefore, at the lowest allowed sampling interval 

N = 17 > M = 8, i.e. the linear system remains overdetermined. 

2.2. ADC Noise 

To better understand the practical difficulties in applying low-rate 
sampling, we have considered also the model of the ADC shown in 
Fig. 2. As pointed out above, the input LPF must have f ADC 2': fu, 
and unfortunately, at the input of the ADC, the noise power, ini­
tially negligible (in powerfHz), increases with undersampling be­
cause of spectral folding (noise aliasing). Modeling the device noise 
as flat low-pass Gaussian noise with power spectral density � 
and defining the ADC decimation factor as 

K = 

l2fADC J > 1 ADC fSA -

we obtain the noise PSDs shown in Fig. 5 with 

//0 = 
KA�C+1 fSA - fADC, 

//e = -� fSA + fADC. 

The autocorrelation of wADc[n] = WADC(tO + nTsA) is 

_ { fSA'f/ADC ��8[m] + //osinc2//om) 
TADc[m]- K +1 ) fSA'f/ADC A�C 8[m] - //esinc2//em 

(8) 

(9) 

(10) 
for KADC odd and even, respectively. From Eq. (10) we note that 
the noise aliasing is weakly correlated when KADC is large, i.e. 

wADc[n] is almost white. In the frequency domain, as shown in 
Fig. 5 the steps on both PSDs differ slightly and become negligible 
as K ADC grows. In the receiver design we assume that ADC noise is 
white and has variance O"�DC = fSA17ADC( 2kA �c+1). Therefore 
we add the ADC noise to the channel noise into a Gaussian vector 

w = We + W ADC with zero mean and covariance O"� J M, O"� 
0"; + O"�DC' 

3. RECEIVER DESIGN 

We consider now the standard solutions to the linear problem of Eq. 
(3) under the assumption of perfectly known C and Signal-to-Noise 
Ratio (SNR), to verify the validity of the sampling criterion. Recall 
that sampling rate design requires only knowledge of the signal band. 
Therefore matrix C, that includes also the channel, can be estimated 
with standard techniques using pilot symbols. 
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Fig. 5. Noise Power Spectral Density at the output of the ADC with 
analog bandwidth WADC and sampling rate fSA for odd and even 
decimation factor KADC. 

The optimal solution to recover the symbols in s is the Maxi­
mum Likelihood (ML) receiver 

A 
- �lly- Cs I 1 2 . 2 SML = arg max e 2<7w = argmm Ily - Cs i l . (11) 

s s 

Despite the simple formulation, the ML solution has exponential 
complexity [16] and can be applied directly only to low-dimensional 
problems. Alternatively, many sub-optimal receivers have been pro­
posed in the literature, the most common being the Minimum Mean 
Square Error (MMSE) receiver [16] based on the linear estimate 

( 2 ) -1 

SMMSE = CT CCT + :�IN y (12) 

and on separate decisions on each component. The expression is 
derived under the assumption of symmetric and separable constella­
tions, so that E[s] = 0 and E[ssT] = 1T;IM. The error covariance 
on the symbols is 

COV[s - SMMSE] = 1T; [1M - cT ( CCT + :� IN ) -1 

c] . 

Note that for a fixed number of symbols, by changing the sam­
pling rate, we change also N, i.e. the row-dimension of C and the 

noise variance, because the decimation factor changes. Note also 
that, even though in the MMSE solution the matrix inversion in Eq . 
(12) is always possible because of the channel and the device noise, 
the choice of the sampling rate will affect symbol recovery because 
some symbols are canceled out if there is aliasing. 

4. SIMULATIONS 

In this section we present some simulations to check what happens 

in the signal recovery when a wrong sampling rate is chosen in our 
receiver. Our results confirm that for sampling periods that do not 
satisfy the alias-free conditions, poor performances are obtained 
because the reconstructing matrix becomes ill-conditioned. Fig. 6 
shows BER as a function of SNR from a simulation with the 4-
QAM signal of Fig. 3 with L = 8, Le = 4, averaged over 3000 
realizations with the ML and MMSE receivers. We have compared 
the receiver performance with sampling rate chosen according to 
Nyquist criterion and to the subsampling condition. Note that the 
"good" sampling interval is larger than the "bad" one, confirming 
that worse performance is not related to the problem order, but to 
proper sampling rate selection. When the alias-free condition is 
satisfied, MMSE and ML performance curves are essentially indis­
tinguishable and they coincide with those obtained with Nyquist 
sampling rate. In the shown curves we do not explicitly account for 
the ADC noise because 1T7wc strongly depends on the ADC tech­
nology. Since the noise contribution from the ADC can be assumed 
to be white, the receiver designer, once he knows about "'ADC 
and the decimation factor KADC, can account for the new SNR 

2 2 
2 /" � = � � , by shifting his design point in the per-U
g (jADe O'g 1+ � 

"9 
".2 

formance curve towards the left of .D.ADC = 10 10glO(1 + �). 
"'w 

The performances presented here are typical of the many simula-
tions we ran for various types of signals and problem orders. We 
have also investigated cases in which the signals are not exactly ban­
dlimited. We found the alias-free criterion quite robust with respect 
to approximate or imperfect knowledge of the bands. 
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APPENDIX: Proof of Eq. (4): The elements of matrix CT C 
for N sufficiently large are of the type 

L 1/Ja(nTsA + to; i)1/Jb(nTsA + to;j) = 
n 

L J J iI!a(e;i)iI!b(1J;j)ej27r(�-1))(nTSA+tO)ded1J = 
n 

J J iI!a(e;i)iI!;;(1J;j)ej27r(�-1)to T�A Lo(e - 1J - T;)�d1J= 
n 

_1_ � j27rtor- J iI! (f' ')iI!*(f - � .  ')d'i T L...J e SA a , t b T '  J J, SA n SA (13) 

where the pair (a,b) is (c,c) , or (s,s) , or (c, s), or (s, c), and 

iI! a (f; i) and iI! b (f; j) are the Fourier transforms of 1/Ja (t; i) and 

1/Jb(t;j) respectively. Expression (13) is periodic in to and if 

J iI!a(f;i)iI!;;(f - T;A ;i)df = 

F [1/Ja(t; i)1/Jb(t;j)]lf=nTSA = 0, (14) 

for n =I- 0, we have the equivalence between discrete and continuous­
time energies 

n 

= T�A J iI!a(f;i)iI!;;(f;j)dj. (15) 

Eq. (14) is our general alias-free condition. When Eq. (14) is satis­
fied for any pair ( a, b) we have equivalence between the continuous­
time and the discrete-time linear model. More specifically, consider 
any pair of modulating symbol vectors sand u. The square distance 
between the modulated analog signals is 

d� = J ([z(t)ls] - [z(t) IU])2dt = 

ST Res + uT Reu - 2ST Reu, (16) 

where matrix Re contains all the cross-products J 1/Ja (t; i)1/Jb( t; j)dt. 
The square distance between the sampled versions is 

d2 = I I[zls] - [zlu]W = 
ST CT Cs + uT CT Cu - 2ST CT Cu. 

lf the alias-free condition in Eq.(14) is satisfied, we have 

T 1 C C=-T Re; SA d2 = _1_d2 T e, SA 

(17) 

(18) 

i.e. after sampling, in the new vector space the symbol topology does 
not change. The noise variance scales similarly and we have com­
plete equivalence between the optimal analog and discrete receivers. 

In our QAM signal 1/Je(t; i) and 1/Js(t; i) are bandlimited and the de­
pendence on i does not change the band. The general condition in 
Eq.(14) simplifies to 

F [11/Je(t)12llf=nTSA = 0, F [11/Js(t)12llf=nTSA = 0, n =I- 0, 

or Eq. (4). 
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